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Abstract

Foodborne infections are a significant cause of morbidity and mortality in human populations. Risk assessment and public health control measures could be greatly enhanced by establishing an accurate relationship between ingested dose and infection probability, and defining minimum infectious doses. In this paper, a novel neural network model is proposed for dose–response of foodborne pathogens. The proposed model assumes a three-layer structure with a fast back-propagation learning algorithm. The model predictions for four available datasets from the literature are compared using six statistical models: log-normal, log-logistic, simple exponential, flexible exponential, Beta-Poisson and Weibull-Gamma. The methods of least square error, maximum likelihood and correlation coefficient are used for the comparison study that shows the neural network model does better than the statistic models. Predictions of dose–response for multiple types of pathogens and dose–response with different host age and gender using neural network models are discussed with simulations.
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1. Introduction

Foodborne illnesses are estimated to cause as many as 9000 deaths per year in US [9]. The cost of foodborne illness is estimated to exceed US$ 5 billion per year in US, and US$ 1.3 billion per year in Canada [3]. Growing public concern over the microbiological safety of food has prompted the government and industry to accept hazard analysis critical control point (HACCP) as the system to ensure food safety. This system is based on identifying the likelihood of transmitting foodborne pathogens along different points in the food chain and reducing, eliminating or controlling hazards. There are many studies of quantitative risk assessment of foodborne pathogens [2,5,8,13,18].

Dose–response modeling of microbial risks is a key step in quantitative risk assessment for foodborne pathogens, which provides a standard scale of infectious potential. To conduct quantitative risk assessment for foodborne pathogens, a suitable dose–response model is essential for estimating the probability of infection (or illness) resulting from a certain level of exposure. The mathematical relationship between the ingested dose and the probability of infection (or illness) can be applied to quantify the risk of infection by exposure to known number of bacterial cells. However, the accurate dose–response relation is difficult to describe for two reasons: (1) the variability in both host susceptibility and microorganism infectivity; and (2) the lack of experimental data [6,9,16].
Several statistical models have been used to describe microbial dose–response relation. Recently, Holcomb et al. [9] selected six statistical models in the literature: log-normal (LN), log-logistic (LL), simple exponential (SE), flexible exponential (FE), Beta-Poisson (BP) and Weibull-Gamma (WG) [6,19,20,22], to describe the dose–response of foodborne pathogens. Holcomb et al. [9] suggested the LL and LN models are not suitable for dose–response of foodborne pathogens due to a rejected fit. The SE and FE models have been used in risk assessment for waterborne giardiasis [9]. The BP model is widely associated with microbial dose–response and has been used to model dose-response relation for several food- and waterborne pathogens. The WG model is derived by applying a Gamma distribution to the host–pathogen heterogeneity and is recommended as the best statistical model for dose–response relation of foodborne pathogens [9].

Neural networks are well known for their capacity to learn from real-life examples and to generalize the input–output relationship. Neural networks are used to solve a wide variety of problems in science and engineering, particularly for some areas where the conventional modeling methods fail [24,25]. A well-trained neural network model can be used as a predictive model for a specific application, which is a data processing system inspired by biological neural system. In this paper, a neural network model is developed to describe the dose–response relation of foodborne pathogens. Four datasets available from the literature, Shigella flexneri (Sf), Shigella dysenteriae (Sd), Campylobacter jejuni (Cj) and Salmonella typhosa (St) [4,9,21] are used to train the proposed neural network. The model predictions are compared with four suitable statistical models (SE, FE, BP and WG) that were applied to dose–response of foodborne pathogens by Holcomb et al. [9] in 1999. To the best of our knowledge, it is the first time that the dose–response of foodborne pathogens is investigated using neural networks.

This paper is organized as follows. Section 2 presents the methods for modeling the dose–response relation, including the statistical models and the proposed neural network model. The results using both the statistical models and the neural network model are presented in Section 3. Section 4 discusses several important issues in dose–response modeling, including infection probability of food with multiple pathogens, infection probability with the consideration of age and gender, the selection of neural network architecture, and the advantages and limitations of the proposed neural network model. Finally, a concluding remark is given in Section 5.

2. Methods

The commonly used methods for dose–response prediction of the foodborne pathogens are statistical models. In this paper, a novel method, a neural network model is developed to describe the dose–response relation. The available datasets for four foodborne pathogens, S. flexneri, S. dysenteriae, C. jejuni and S. typhosa [9], were obtained from feeding studies of foodborne pathogens to human volunteers. The subjects in these feeding studies were healthy adults. The datasets are listed in Table 1, where the dose is expressed in total number of colony forming units (cfu) ingested; “+Total” represents the number

<table>
<thead>
<tr>
<th>Sf (2a)</th>
<th>Ad (m131)</th>
<th>Cj (a3249)</th>
<th>St (quailes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dose</td>
<td>+/Total</td>
<td>Dose</td>
<td>+/Total</td>
</tr>
<tr>
<td>100</td>
<td>6/36</td>
<td>10</td>
<td>1/10</td>
</tr>
<tr>
<td>5000</td>
<td>33/49</td>
<td>200</td>
<td>2/4</td>
</tr>
<tr>
<td>10⁴</td>
<td>66/27</td>
<td>2000</td>
<td>7/6</td>
</tr>
<tr>
<td>10⁵</td>
<td>15/24</td>
<td>10⁴</td>
<td>5/6</td>
</tr>
<tr>
<td>10⁷</td>
<td>3/4</td>
<td>10⁴</td>
<td>15/19</td>
</tr>
<tr>
<td>10⁸</td>
<td>7/8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
infected (+) and the total number exposed in feeding studies (Total), respectively. Table 1 also shows the dose–response information at low doses that is generally not available from feeding studies.

2.1. Statistical models

Holcomb et al. [9] selected six commonly used statistical models, LN, LL, SE, FE, BP and WG, and applied them to dose–response of foodborne pathogens. These models are used to fit each of the four datasets available using the maximum likelihood method. Goodness-of-fit is assessed by comparing the minimum F value (the definition of F is given in Section 4) to the appropriate tabulated F value [9,17]. For a digested dose d, the probability of infection P is given as follows.

The log-normal model is given as

\[ P = \phi(b_0 + b_1 \log_{10} d), \]

where \( \phi \) is the cumulative normal distribution function, \( b_0 \) the intercept, and \( b_1 \) the log_{10}d slope parameter.

The log-logistic model is given as

\[ P = 1 + \left( \frac{1 - \beta}{\beta} \right) e^{-(\chi_1 log_{10}(d-x))}, \]

where \( \chi \) is the predicted dose at a specified value of \( p \), the probability of infection; and \( \epsilon \) the curve rate value affecting spread of curve along dose axis.

The simple exponential is given as

\[ P = 1 - e^{-k \log_{10}d}, \]

where \( k \) is the reflects host microorganism interaction probability, specifically, \( k \) denotes fraction of microorganisms ingested that survive to initiate infection.

The flexible exponential model is given as

\[ P = 1 - p e^{-\beta log_{10}(d-x_1)}, \]

where \( x_1 \) is the predicted dose at a specified value of \( (1-p) \), and \( p \) and \( \epsilon \) the same as those in Eq. (2).

The Beta-Poisson model is derived from the simple exponential that assumes a Beta distribution for host–microorganism interaction instead of a constant. This model is given as

\[ P = 1 - \left( 1 + \frac{d}{\beta_2} \right)^{-\beta_1}, \]

where \( \beta_1 \) and \( \beta_2 \) are the parameters affecting shape of curve.

The Weibull-Gamma model is given as

\[ P = 1 - \left( 1 + \frac{d^{\chi_3 \epsilon}}{\beta_3} \right)^{-1}, \]

where \( \chi_3 \) and \( \beta_3 \) are the parameters affecting shape of curve. Note that if \( \chi = 1 \), then this model reduces to BP model; and if \( \epsilon = 1 \), then this model reduces to LL model.

The simulation and comparison studies by Holcomb et al. [9] suggested that only four models, SE, FE, BP and WG, are applicable to microbial dose–response modeling, while the LL and LN models are not suitable for dose–response of foodborne pathogens due to a rejected fit [9].

2.2. Neural network model

The neural network assumes a three-layer architecture. A typical neural network model is shown in Fig. 1. The output of the neural network has one neuron representing the probability of infection, while the ingested doses of different types of pathogens are the inputs to the neural network. Additional factors that also result in the probability of infection, such as age and gender, can also be incorporated into the neural network model, and used as the input parameters as well.

The connection weights between neurons are initialized randomly in the region of \([-1, 1]\). For a typical three-layer neural network to model any nonlinear input–output relationship, the activation function of the hidden neurons must be a nonlinear function, otherwise the neural network is reduced to a single layer neural network [1,11]. The activation function of the output neurons can be a linear or nonlinear function.

When a nonlinear function (e.g. sigmoid functions) is used as the activation function, the output is bounded to a finite interval (e.g. \((0, 1)\) or \((-1, 1)\) depending on the selection of sigmoid function), and a linear scalar function is needed at the output to normalize the target output. If a linear activation function is used, the output can be any value and no linear scalar function is needed. In this study, the activation function of the hidden neurons is a nonlinear sigmoid function defined as \( y = \tanh(x) \), while the activation function of the output neuron is a linear function \( y = x \) (simulations
show that a selection of a nonlinear activation \( \tanh(x) \) at the output neuron results in the same results, but is more computationally complicated. Thus, the neural network output \( y \) is given by

\[
y = \sum_{j=0}^{m} v_j h_j,
\]

where \( h_0 \equiv 1 \), and variable \( h_j \) is the output of the \( j \)th hidden neuron, which is given by

\[
h_j = \tanh \left( \sum_{i=0}^{n} w_{ji} x_i \right),
\]

where \( x_0 \equiv 1 \), and \( n \) and \( m \) are the number of neurons in the input and hidden layers, respectively. Variable \( x_i \) is the \( i \)th input. Parameters \( v \) and \( w \) are the neural connection weights, which are normally initialized with a small random in the interval \([-1, 1]\) and will be set to a suitable value through a learning procedure with given data.

In this study, the fast algorithm proposed by Karayiannis and Venetsanopoulos [11,12] is used to train the neural network by minimizing an error function. The error function for neural network is normally defined as the squared errors, because this definition is easier for the derivation of the learning algorithm for the neural connection weights [11,12]. It would have a better fitting in log-likelihood if the error function is defined in log, but the learning algorithm will be much more difficult to obtain. Normally the error convergence will not highly depend on the method used. As shown in the comparison study in Fig. 6, where the model predictions are evaluated by squared errors (\( E \)), correlation coefficient (\( R \)) and maximum likelihood estimation (\( Y \)), the predictions using the proposed neural network model are general better than all the statistical models, although the learning algorithm of the neural network is obtained by minimizing the squared errors (\( E \)). Thus, in this study, the error function is defined as

\[
E = \sum_{k=1}^{s} \left( t_k - y_k \right)^2,
\]

where \( t_k \) and \( y_k \) are the target value and neural network output for the \( k \)th data sample, and \( s \) the number of all the data samples. For a given input vector \( x_i \), \( i = 1, 2, \ldots, n \), of a data sample, the learning algorithm modifying the connection weights is described by

\[
v_j = v_j + \alpha \varepsilon o h_j, \quad j = 0, 1, \ldots, m
\]

\[
w_{ji} = w_{ji} + \alpha \varepsilon h_j x_i, \quad i = 0, 1, \ldots, n, \quad j = 1, \ldots, m
\]

where

\[
\varepsilon o = \lambda \varepsilon + (1 - \lambda) \tanh(\beta \varepsilon),
\]
Fig. 2. Predicted frequency of infection vs. log-dose for *S. flexneri* using neural network model and three statistical models. The lower panel shows an enlarged view of the model predictions in the low-dose section.
\[
e_j = (1 - h_j^2)e^{\nu_j}, \quad \text{(13)}
\]

\[
\lambda = e^{-\alpha/\mu}. \quad \text{(14)}
\]

where parameter \( \alpha \) is the learning rate, and \( \beta \) and \( \mu \) the positive constants.

3. Results

The developed neural network model is applied to all the four available datasets. The performance of the neural network is compared to the four statistical models by least square error \( (E) \) given in Eq. (9), correlation coefficient \( (R) \) and maximum likelihood estimation \( (Y) \). The loss function for maximum likelihood estimation \([7,8]\) is given by

\[
Y = \sum_{i=1}^{n_d} \left( I_i \ln \left( \frac{I_i}{T_iP_{inf}} \right) + (T_i - I_i) \ln \left( \frac{T_i - I_i}{T_i - T_iP_{inf}} \right) \right) \quad \text{(15)}
\]

where \( n_d \) is the number of the doses, \( I_i \) the number of individuals infected at a dose level, \( T_i \) the total number of individuals tested at a dose level, and \( P_{inf} \) the predicted risk of infection. For a model prediction, with a smaller \( Y \), the better; a smaller \( E \), the better; the closer \( R \) is to 1, the better.

With the available datasets, the neural network architecture in Fig. 1 is used in our simulation studies. It is first applied to each dataset in Table 1. Thus, the neural network has one neuron in the input layer to represent the ingested dose, and one neuron in the output layer to represent the predicted frequency of infection. The simulations suggested that a selection of three neurons in the hidden layer is the best choice (for details, see Section 4). The predicted frequency of infection by \( S. \) flexneri is shown in the upper panel of Fig. 2 by a solid line. For comparison, the corresponding prediction using three statistical models with their best-fit parameters suggested by Holcomb et al. \([9]\) are also plotted in Fig. 2. The SE model is not applicable for the data points of this pathogen \([9]\). It shows that the neural network prediction fits the data very well. The least square error \( (E) \) for the seven

![Fig. 3. Predicted frequency of infection vs. log-dose for \( S. \) dysenteriae using neural network model and four statistical models.](image)
Fig. 4. Predicted frequency of infection vs. log-dose for *C. jejuni* using neural network model and four statistical models.

Fig. 5. Predicted frequency of infection vs. log-dose for *S. typhosa* using neural network model and WG model.
The data sample of \textit{S. flexneri} is 0.059. The correlation coefficient \((R)\) between the prediction and experimental data is 0.92. Since there are no data available at the low-dose level, human knowledge is incorporated to get a reasonable prediction of infection frequency in the low-dose section, an enlarged view of which is shown in the lower panel of Fig. 2. Note that the response using the proposed neural network model is obviously higher than the statistical models. As there is no data to fit at the low-dose section, human knowledge is incorporated in the model training. The justification is that: (1) the response should not be zero at the low dose as some statistical models, such as FE model; and (2) a higher response means more precautionous and safer. So, such an overestimating response is used in this paper to have a better protection of human health. When there are low-dose data available, future work should include those new data and consider probable network and plausible prediction by incorporating Bayesian methods and statistical framework \cite{14,15}, e.g., using a hybrid model with neural network and statistical method \cite{23}.

The predicted frequency of infection by \textit{S. dysenteriae}, \textit{C. jejuni} and \textit{S. typhosa} are shown in Figs. 3–5, respectively. Note that for \textit{S. typhosa}, the WG model is the only statistical model which fit four data samples (see Fig. 5). It shows that the proposed neural network model is capable of describing well the dose–response relation of these pathogens. The least square errors \((E)\) for \textit{S. dysenteriae}, \textit{C. jejuni} and \textit{S. typhosa} are 0.001, 0.027 and 0.028, respectively, while the correlation coefficients \((R)\) are 0.999, 0.959 and 0.998, respectively.

In addition to the qualitative comparison among the neural network model and the four statistical models in Figs. 2–5, the performance of these models are also quantitatively compared using maximum likelihood estimation, least square error and correction efficient. The comparison among the neural network model and statistical models (SE, FE, BP and WG) for the four foodborne pathogens is shown in Fig. 6. The upper, middle and lower panels in Fig. 6 show the maximum likelihood estimate \((Y)\), least square error \((E)\), and correlation coefficient \((R)\), respectively. It shows that the SE model is not applicable to the data samples of \textit{S. flexneri} and \textit{S. typhosa} due to rejected fit \cite{9}. The FE and BP models are not applicable to the data samples of \textit{S. typhosa}. Therefore, WG is the only model...
4. Discussion

The proposed neural network model is capable of fitting all the datasets of four pathogens, generally better than the best statistical model, the WG model. In addition, the statistical models are unable to deal with the case of multiple pathogens. For those statistical models, different set of model parameters selected by trial and error has to be used to fit different types of pathogens using the same model. The proposed neural network is also theoretically capable of predicting the frequency of infection for a food containing more than one type of pathogens. After the neural network model is well trained, it deals with various types of pathogens without additional training procedures. The proposed unified neural network assumes four input neurons and nine hidden neurons. Since there are no data available for frequency of infection with multiple foodborne pathogens, the unified neural network model is applied to the four datasets in Table 1. The neural network prediction of infection frequency is shown in Fig. 7, where the model prediction is shown in solid line, while the experimental data are shown by dashed line. It shows that the unified neural network architecture is capable of fitting all the datasets from four types of pathogens. The correlation coefficients \( R \) for \( S.\ flexneri \), \( S.\ dysenteriae \), \( C.\ jejuni \) and \( S.\ typhosa \) are 0.996, 0.967, 0.997 and 0.947, respectively.

Furthermore, the proposed model is capable of incorporating additional factors that influence the frequency of infection, such as age and gender of the host. A neural network is designed, with the same learning
algorithm presented in Section 2, for the prediction of inflection with the factors of dose, age and gender. Since there are limited data available, based on common knowledge of the age-related incident of infection, it is assumed for this study that the frequencies of infection of children and seniors are three and two times of the adults; the infection frequency of female is 1.2 times of the male (statistically the difference is not so significant), with the same ingested dose. Assume the dataset in Table 1 for *S. dysenteriae* is for adult male. The neural network has three input neurons that represent the dose, age (adult = 1; senior = 2; children = 3), and gender (male = 1; female = 2). Three neurons are selected in the hidden layer. Model prediction of the inflection frequency with log-dose, age and gender is shown in Fig. 8. It shows that the model prediction is reasonably well.

Theoretically a three-layer neural network can model any nonlinear functions at any accuracy, provided enough number of neurons in the hidden layer and enough training/learning time [10,11]. However, the open questions in practical implementation are the selections of training algorithm and model parameters (e.g. number of hidden neurons, activation functions, learning rate, momentum, etc.) to guarantee the error to converge to a desired small number. When a three-layer neural network model is used to model the input-output relation of a specific problem, the number of input neurons in the input layer (also called first layer) is the number of inputs, while the number of output neurons in the last layer is the number of outputs. The number of hidden neurons can be selected with some flexibility, which determines how well a dataset can be learned. Too many hidden neurons will tend to memorize the problem, and thus do not generalize the input-output relationship. This is the so-called “over-fitting” problem. If the number of hidden neurons used is not enough, the network will generalize the relationship well but may not have enough “power” to learn the patterns well at a satisfactory accuracy. This the so-called “under-fitting” problem. Therefore, in practice the number of neurons in the hidden layer is mainly selected by trial and error, as there are some suggestions available, but no general methods available for an optimal selection of hidden neurons [10]. In this study, a series of simulations using the data of *S. dysenteriae* were conducted, where the hidden neurons were selected as 2, 3, 4 and 5, respectively.

![Fig. 8. Predicted frequency of infection vs. log-dose by *S. dysenteriae* for different ages and genders.](image-url)
The simulation results show that two hidden neurons cannot accurately fit the datasets, i.e., the under-fitting occurs. The datasets can be fitted satisfactorily with three hidden neurons. When four and five hidden neurons are used, although the least square error ($E$) is a little bit smaller, but the generated input-output curve is not as smooth as that with three hidden neurons, i.e., over-fitting occurs. So in this study, three hidden neurons are used for all available data.

When neural network is used to model an input-output relation, as any other modeling methods, it requires suitable data to train the neural network, such that it can learn the relationship. The lack of data is a common limitation for both the neural network model and the statistical models. Because of the ethical considerations, it is unlikely that adequate human data for dose-response will become available for highly infectious pathogens. An obvious alternative is the use of animal data. However, animal data must be carefully reviewed for the applicability to human, due to the inherent variability in host-microorganism interaction. Unlike the statistical models where all the model parameters are selected by trial and error, the neural network model is capable of automatically obtaining the neural connection weights through learning. However, the statistical models have less parameters to be set in comparison to the number of weights in the neural network model.

5. Conclusion

In this paper, a novel neural network model is proposed for dose-response of foodborne pathogens. The predictions using neural networks are better than the statistical models in the literature. In addition, it has good flexibility and can deal with dose-responses for more than one type of pathogen in a food. Furthermore, the proposed neural network model is capable of incorporating additional factors that influence the inflection frequency, such as age, in addition to the digested dose. Similar to the statistical models, the limitation and difficulty of the development of a better neural network is the lack of experimental data. The quality of a neural network model for dose-response highly depends on an understanding from the biological point of view and the experimental data available. The investigation on dose-response relationships using neural networks not only provides an alternative, flexible, accurate model for prediction of inflection for various types of pathogens, but also offers insights into methodologies for quantitative risk assessment of foodborne pathogens.
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