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Sensitivity analysis in quantitative microbial risk assessment
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Abstract

The occurrence of foodborne disease remains a widespread problem in both the developing and the developed world. A
systematic and quantitative evaluation of food safety is important to control the risk of foodborne diseases. World-wide,
many initiatives are being taken to develop quantitative risk analysis. However, the quantitative evaluation of food safety in
all its aspects is very complex, especially since in many cases specific parameter values are not available. Often many
variables have large statistical variability while the quantitative effect of various phenomena is unknown. Therefore,
sensitivity analysis can be a useful tool to determine the main risk-determining phenomena, as well as the aspects that mainly
determine the inaccuracy in the risk estimate. This paper presents three stages of sensitivity analysis. First, deterministic
analysis selects the most relevant determinants for risk. Overlooking of exceptional, but relevant cases is prevented by a
second, worst-case analysis. This analysis finds relevant process steps in worst-case situations, and shows the relevance of
variations of factors for risk. The third, stochastic analysis, studies the effects of variations of factors for the variability of
risk estimates. Care must be taken that the assumptions made as well as the results are clearly communicated. Stochastic risk
estimates are, like deterministic ones, just as good (or bad) as the available data, and the stochastic analysis must not be used
to mask lack of information. Sensitivity analysis is a valuable tool in quantitative risk assessment by determining critical
aspects and effects of variations.  2000 Elsevier Science B.V. All rights reserved.
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1. Introduction conditions. A method that is becoming increasingly
important for the control of food safety is quantita-

The microbial safety of food products depends on tive risk assessment. This is a systematic, structured
many factors such as the composition of the product, method to identify hazards and to estimate the risk. It
the process hygiene, and the storage and distribution is, however, impractical to quantitatively determine

all aspects in great detail, in view of the wide range
of factors involved. Furthermore, it should be real-
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future food safety control systems, and will therefore
become more and more important, particularly for
international trade. It is a challenge to be able to
make decisions on a more solid and transparent
basis. This contrasts with present decisions, which
are based on valuable expert knowledge, but also
sometimes on non-validated anecdotal information.
Supported by quantification, resources (research,

Fig. 1. Starting point of risk assessment.sampling, hygiene, control) can better be targeted.
Modelling offers many possibilities in the quan-

titative estimation of spoilage and safety. The esti-
mations obtained are estimations of the order of 3. Relevant aspects of the risk assessment steps
magnitude, based on qualitative and quantitative
information. These estimations can give insight in 3.1. Hazard identification
important processes, help to determine the rate-de-
termining steps, and make predictions during product Hazard identification is the identification of bio-
development. Since rarely are all phenomena exactly logical agents capable of causing adverse health
quantifiable and known, it is important to determine effects that may be present in a particular food or
the effect of changes in the assumptions. Sensitivity group of foods (Lammerding, 1997). There are many
analysis will be described in three stages, as a pathogens and toxins able to represent a potential
valuable tool for determination of relevance of risk in foods, however disease only occurs in specific
variations in factors. cases. Therefore, an educated selection has to be

made of the relevant hazards on which to focus. This
procedure will be mainly qualitative in nature and
based on expert knowledge, databases and literature.
There are however only limited data sources, which

2. Theory are also very diffuse. Apart from the risk of known
potential hazards, also emerging or new unknown

Risk Analysis is a process to scientifically evaluate pathogens can form a potential risk.
the probability of occurrence and severity of known For a food product the most obvious hazard(s) can
or potentially adverse health effects resulting from be identified based on a combination of databases,
human exposure to foodborne hazards (risk assess- reported cases, reported presence in the ingredients
ment); to weigh policy alternatives in the light of the of the product, literature and expert knowledge (Van
results of the risk assessment and, if required, to Gerwen et al., 1997).
select and implement appropriate control options
(risk management); and to exchange information and 3.2. Exposure assessment
opinions interactively among risk assessors, risk
managers, and other interested parties (risk com- Exposure assessment is the qualitative and/or
munication) (Lammerding, 1997). Risk assessment quantitative evaluation of the likely intake of the
consists of (1) hazard identification, (2) exposure biological agent via a food (Lammerding, 1997). The
assessment, (3) hazard characterisation, and (4) risk exposure depends on the occurrence in the raw
characterisation. It is interesting to note that food materials, possible contamination, survival, re-con-
scientists generally have as starting point the food tamination, and growth. For exposure assessment,
product and reason forward towards the disease, both the level of the hazard in the food as well as the
whereas epidemiologists have as a starting point the food intake are relevant. For food intake, consump-
disease and reason backwards to the food product tion patterns must be known. The level of the hazard
(Fig. 1). Both views are of course valuable and in the food can be estimated by using literature data,
should be used in parallel. sampling, or by using predictive microbiology. Pre-
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dictive models have been developed to describe the rather large inaccuracies, in the order of a factor 2 or
effect of factors in production and distribution on the 3, even sometimes 10), also, for food intake, order of
growth or decline of microorganisms. Examples are magnitude estimations are generally sufficient. Al-
Food Micromodel, Pathogen Modeling Program, or most all products are consumed at levels of about
Ratkowsky type models (McMeekin et al., 1993). 100 g (range 30 and 300 g), products like spices
Models are simplified representations of reality excluded.
taking into account main effects, and even for these
main effects the models are not exact. Accordingly,
there is more or less inaccuracy in the prediction. 3.3. Hazard characterisation
However, they are useful tools to quantify and to
determine the order of magnitude and to get an Hazard characterisation is the qualitative and/or
insight into the kinetics of processes. Fig. 2 shows quantitative evaluation of the nature of the adverse
how in a chain of processes relevant stages are health effects associated with biological agents that
clearly detected. may be present in food (Lammerding, 1997). The

The main problem in exposure assessment is often effect of an ingested dose can be determined by
lack of sufficient, relevant, and accurate data. De- volunteer studies, animal studies, or by outbreak
tection of microorganisms might be affected by the investigations. These methods to determine the rela-
sensitivity of the methods and is in many cases tion between the ingested dose and the response have
practically impossible (relevant numbers are below their advantages and disadvantages, but all yield
the detection limit, or frequency is so low that useful information. Human volunteer studies often
sampling is impossible). The estimation of the have been performed with high doses, for relatively
ingested numbers by predictive models also lacks low susceptible persons, but they show clearly in
sufficient data, since there are many unknown bio- which range of dose, the risk of infection is likely.
logical parameters (of the microorganism and of the The results from animal studies have to be translated
food product) and unknown process factors (for to humans, but can well be used to determine in
example temperature distributions). Bacterial num- some detail the shape of the curve, especially at low
bers in food can only be determined with a rather doses. Furthermore the orders of magnitude of
low accuracy (both sampling and prediction result in changes in the curve due to for example age, feed

status, and health can be determined. In outbreak
investigations it is often difficult to determine the
ingested doses and the exposed population, but they
can yield real field information with relevant strains
and situations. The best approach is to combine all
these sources of information. One example of combi-
nation of epidemiological data and food survey data,
is presented by Buchanan et al. (1997), where a dose
response relation is derived by assuming that all
cases of Listeriosis in Germany are caused by
smoked fish. This then yields a worst-case estimate,
but shows clearly that with a combination of differ-
ent information sources a question can be answered.
This answer again is not the definitive answer, but
can be combined with other results to yield, in time,
an even better dose response relationship. It should

Fig. 2. Predicted development of numbers per product of Sal- be noted that for dose response curves, the relevant
monella on chicken in various process stages. Cooking (phase

range is generally far below P50.1 (10% risk),number 7) is the most important stage. *: After heat treatment, the
21 therefore a log–log representation is generally thecalculations were continued with 1 CFU product , with a

probability of survival of P . most relevant (Fig. 3).s
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Fig. 3. Dose–response curve predicting the effect (probability of infection) of ingestion of a dose of Listeria for a susceptible population
(Buchanan et al., 1997), on normal and log scale, showing that for low risks the log representation is the most relevant.

3.4. Risk characterisation study, to find the most relevant effects, but cannot be
used to determine a realistic uncertainty.

Risk characterisation is the qualitative and/or
quantitative estimation of the probability of occur- 3.5. Sensitivity analysis
rence and severity of known or potential adverse
health effects in a given population based on hazard Three stages of sensitivity analysis will be pre-
identification, hazard characterisation /dose–re- sented in this paper, deterministic sensitivity, worst-
sponse, and exposure assessment (Lammerding, case sensitivity and stochastic analysis, together with
1997). In risk characterisation all results of the characteristic numbers for ranking.
former steps are integrated. All inaccuracies from the If a stochastic analysis is carried out for all input
former steps accumulate in this integration. Further- factors, it is difficult to interpret the results and it
more, in this step the overall attendant uncertainty takes much effort to select the distribution of all
must be determined, using knowledge of the uncer- factors. Therefore it is of merit to select relevant
tainty in the statistical distributions of all factors. stages and factors before the stochastic analysis.
These distributions or its parameters are however
often not known. When one knows for example the

3.5.1. Characterisation of the main determinants of
mean and stochastic distribution of all factors one

risk
can perform a Monte-Carlo simulation to determine

For a first selection of the most relevant deter-
the overall uncertainty. In a Monte-Carlo simulation

minants of the risk, a step characteristic SC can be
a large number (for example 10.000) of simulations

used:
is carried out where, for each simulation, for every
input factor a sample is drawn from its distribution. Nk

]]SC 5 log 5 m t / ln(10) (1)S Dk k kThe distribution in the outcome of the risk calcula- Nk21
tion then gives a realistic probability distribution of
the risk. For this, one needs to know the stochastic with N the number of organisms, m the specifick k

distribution of all input factors. When one does not growth rate and t the time in stage k.k

know the distribution it is worth less, let alone when The deterministic analysis uses the SC value to
one does even not know the mean, which will be the determine the sensitivity of the exposure estimate to
case in many practical situations. A Monte-Carlo the various process steps. Clearly, this results in an
analysis then can be used as a type of sensitivity expression of the order of magnitudes of the impor-
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tance of various process stages, enabling selection of tween factors which can be overlooked by the step-
relevant stages. by-step analysis. If the concentration $1 CFU

21Risk is the product of the probability of contami- product throughout the process, oFS can also be
nation (P ), the probability of survival (P ) and the estimated as:c s

probability of illness (P ). For the probability ofi Nworst-casesurvival it should be noted that if the inactivation ]]]OFS 5 log 5 Dlog(N) (3)S Dk21 Nnormalresults in less than 1 CFU product , this probability
starts to become of relevance (Table 1), and the

The step-by-step analysis is however more useful asnumber after inactivation starts at 1 per product (with
a start to clearly and simply detect main aspects. Thea probability of P ). So if the number after inactiva-s worst-case sensitivity analysis is supplementary totion remains larger than 1 per product, the probabili-
the deterministic analysis, by giving extra infor-ty of survival is one. If inactivation results in a
mation on the sensitivity of the process steps tonumber smaller than 1 per product (1 /x per product)
varying process factors. In brief, the results of the1 out of x products contains one organism (a product
deterministic and worst-case analysis consist of risk-cannot contain 0.1 organisms). This discontinuity is
determining and factor-sensitive process steps. It issomething which should be taken into account in
sensible to study these steps stochastically.calculations. Furthermore it is informative to com-

pare the order of magnitude of P , P and P .c s i
3.5.3. Stochastic analysis

In a more detailed analysis the variations, by3.5.2. Worst case sensitivity
variability and uncertainty, of the risk-determiningThe worst-case analysis calculates SC forworst-case
factors are described by frequency distributions. Theevery worst-case input factor or possible extreme
Spearman rank correlation coefficient (SRN, Spear-situation, to find risk-determining process steps in
man Rank correlation coefficient for the number) isworst-case situations. The factor sensitivity (FS)
used to express the relevance of a varying factor forshows the relevance of variations of a factor for each
N (the number of organisms, i.e. the exposure).process step:

nN (extreme)k 2
]]]] 6 O (N 2 p )FS 5 logS D i ik N (average) i51k

]]]]SRN 5 1 2 2n(n 2 1)5 SC 2 SC (2)k, worst-case k, normal

with n, the number of simulations; N , the rankHigh FS values mean high sensitivity to variations, i

number of N at the ith simulation; p the rankand show that changes of factors in process steps i

number of the factor under study at the ith simula-have profound effects on N. For a first analysis every
tion. Since the rank is used, the use of N or log(N)effect smaller than a factor 10 (log,1) can be
will yield the same result. SRN varies between 21neglected, in order to search for the factors influenc-
and 1. The closer uSRNu is to 1, the higher theing risks mainly. After a step-by-step analysis, one
correlation, and thus the more important the factor iscan also check the worst-case scenario for factors in
for the variability in the production process. In thecombination. This will probably be an unrealistic
same manner, an SRP value can be calculated thatscenario, but might detect ‘synergistic’ effects be-
determines the correlation with the probability of
survival for processes where the inactivation is such
that the number is reduced below one per product. ItTable 1

Number per product and probability of surviving organism(s) after should be noted that these correlations are correla-
various reductions tions between the variability of the output and

2 3 4 5 variability of the input factor, meaning that if a highReduction: – 10 10 10 10 10
N (per product): 100 10 1 1 1 1 correlation is found it can be concluded that the

aP 1 1 1 0.1 0.01 0.001s factor is largely responsible for the variability of the
a P is the probability of surviving organism(s) in the product. output. This will often be the case for factors that ares
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also, but not necessarily, determining the level of the inactivation rates are the Cardinal Temperature and
output. pH Model (Rosso et al., 1995) and the D, z model.

It is not always necessary to take statistical Step 7 is found to be quantitatively the most
distributions into account for all aspects, since not all important (Table 3). The inactivation results in less

21will be quantitatively important and those that are than 1 CFU product , so the probability of survival
not important might confuse the interpretation of the (P ) starts to become of relevance, and the number5

results. Therefore, it is sensible to focus only on the after inactivation starts at 1 per product (with a
selected steps and factors determined in the first two probability of P ). In this example, log(P ) 5s s

analyses. log(N ) 1 oSC 5 2 4.86, so P 51.4E20 through cooking s

In some cases it can be useful to distinguish 5, one in 73 000 products contains one CFU after
uncertainty (lack of knowledge, data, model inac- heat treatment.
curacy) and variability (biological, physical, chemi-
cal). Uncertainty can be reduced often by more
research (more data, more insight, specific data), 4.2. Worst-case determination
variability often by technological solutions (better
process control, more standardisation). For every possible factor of the quantitative

determination, the worst-case situation can be de-
termined and its quantitative effect estimated. In this

4. Example for Salmonella on chicken manner, main determining steps can be identified,
but in this case for exceptional conditions. More

4.1. Deterministic sensitivity analysis importantly, however, steps are detected where even
a worst-case estimate gives no relevant change in

If the organism parameters of Table 2 are used for numbers. This helps to focus on relevant details. In
Salmonella and an example process as outlined in Table 4 this is worked out for the example of Table
Table 3, main steps can be seen graphically (Fig. 2) 3. The effect is quantified considering a longer
and by the SC value (Table 3). The process is simply presence in the slaughtering line due to machine
an example to show the virtues of the sensitivity problems, slower cooling due to bad conditioning,
analysis. The models used to calculate growth and abuse temperature storage1, wrong cooking tempera-

Table 2
Organism parameters of Salmonella (ICMSF, 1996; Wijtzes et al., 1998)

21T T T pH pH pH a m (h ) D (min) T zmin opt max min opt max wmin opt ref ref

5.2 37 46.2 3.8 7 9.5 0.94 1.65 2 60 10

Table 3
Process steps of a chicken product with Step Characteristic (SC) and predicted growth. Bold values highlight relevant effects

Step t (h) T SC 5 m*t / ln(10) Log(N)

Initial 2

1 Slaughter 1 37 0.72 2.72
2 Cool 1 0.25 30 0.15 2.86
3 Cool 2 0.25 20 0.06 2.92
4 Cool 3 0.25 15 0.03 2.95
5 Cool 4 0.25 10 0.01 2.96
6 Storage 1 100 6 0.08 3.04
7 Cooking (5 min) 0.0833 65 27.90 24.86

a8 Storage 2 24 10 0.69 0.69
a The number after inactivation started at 1 CFU per product.
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Table 4
Worst-case analysis showing Step Characteristic (SC) and Factor Sensitivity (FS). Bold values highlight relevant effects

Step t (h) T t (h) T SC FSworst-case

initial initial worst worst

1 Slaughter 1 37 2 – 1.43 0.72
2 Cool 1 0.25 30 1 – 0.58 0.44
3 Cool 2 0.25 20 1 – 0.25 0.19
4 Cool 3 0.25 15 1 – 0.11 0.09
5 Cool 4 0.25 10 1 – 0.03 0.02
6 Storage1 100 6 – 10 2.87 2.79
7 Cooking 0.0833 65 – 60 22.50 5.40
8 Storage2 24 10 – 12 1.36 0.67

ture, and storage2 temperature abuse. Table 4 shows example values. Triang is used as a rough modelling
SC values; relevant changes in microbial tool where the range (a–c) and the most likely valueworst-case

load during the production process occur during (b) can be estimated; it is flexible in shape and it has
slaughter and storage1, as well as heat treatment and intuitive parameters (Vose, 1996). After entering the
storage2. The output sensitivity, FS, shows that the distributions and related values, exposure assessment
process steps storage1 and cooking are sensitive to was simulated 10000 times for the production pro-
variations in the factors. Cooking was already de- cess in Table 3.
tected in the deterministic analysis. This example The SRN value is a measure of the relevance of a
shows that steps may be irrelevant in the determinis- parameter’s variability, instead of being a measure of
tic analysis and become important in the worst-case the relevance of a parameter’s numerical value. SRN
analysis. Also a step can be relevant in the de- values for stages 1, 6 and 7 are rather low, meaning
terministic analysis, but show no relevant deviation that the variation hardly affects the variation in the
in the worst-case situations, although often the same estimated number of organisms. In this case, clearly
stages will be detected as being important. For the the number is determined by the last step storage2
main determining stages detected in both of the two since, due to the heating process, only in limited
phases the stochastic analysis is relevant. One can cases is a survivor found and, if so, growth will only
focus now especially on the stochastic distribution of be determined by the last step. So the variability in
these factors in phase 3, i.e. the stochastic analysis. the number is only determined by the variability in

the last step (growth after survival). Comparing the
4.3. Stochastic analysis SRP values, which give the correlation between the

variability of the input factors and the probability of
As an example, variations in the factors of the survival, allows the conclusion that the probability of

steps highlighted in Table 4 were described by the survival depends on the number before heating and
triangle distribution (Triang): Slaughter, storage1, also on the steps before. Of course, it is not
cooking, and storage2. The minimum, most likely, correlated with the process step after heating. The
and maximum values presented in Table 5 are variability of the temperature of cooking is the main

Table 5
Values for the parameters of the triangle distribution, for various process steps and the Spearman Rank correlation coefficient for the number
(SRN) and for the probability of survival (SRP)

a aStep Parameter p Minimum Most likely Maximum SRN SRP

1 Slaughter Time (h) 0.5 1 2 0.039 0.11
6 Storage1 Temperature (8C) 5 6 10 0.11 0.27
7 Cooking Temperature (8C) 60 65 66 20.18 20.94
8 Storage2 Temperature (8C) 9 10 12 0.89 0.0042

a SRN is Spearman Rank correlation for the exposure N; SRP for the probability of survival. These are approximate values (at every run
results are slightly different, the mean values of 5 runs with 2000 simulations are presented).
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determinant of the variability of survival. It is also of a risk assessment. They can be helpful to determine
value to examine all correlations graphically. hazards, determine main phenomena quantitatively

The deterministic and worst-case analyses clearly important for risk, calculate the effect of changes in
showed the relevance of cooking temperature as an the process, and enable a wide range of operating
important risk determining step. To achieve a safe strategies to be evaluated. The simulation procedures
food process, this temperature should be well con- do not yield absolute predictions, but orders of
trolled. A second result of the worst-case analysis is magnitude. The results, however, can be used as the
the relevance of variations in slaughter, storage1, and basis for decisions and to determine which stages or
storage2. The stochastic analysis then showed that processes require more detailed analysis. The simula-
the variability in exposure estimates is determined tions show that in certain cases, one should concen-
mainly by storage2. The variations in other processes trate on the microorganism’s growth or inactivation
(slaughter, storage1, cooking) determine the prob- parameters, in other cases on the rate of cooling of
ability of survival, of which the cooking temperature the food product or on the variability of the com-
is clearly the most important. position. Also the accuracy of the estimate may be

totally determined by the dose–response relation in
some cases and the variability in host susceptibility
or organism virulence in others. Therefore, it is

5. Conclusions important to determine for every case which aspects
are of relevance and which of these have the largest

Many different factors impact on the extend to impact on the risk estimate. For this a quantitative
which a pathogen poses a risk to consumers and determination procedure with different types of
some of these factors are more important than others: sensitivity analyses is useful. In time, new infor-
Whereas some factors may have only 30% influence, mation will become available, therefore continuous

6others are in the order of 10 . Therefore, it is updating will be necessary. This will gradually
important to focus risk assessments initially on the improve the confidence in the decisions. The predic-
main factors. For this purpose, many sources of tions are based on objective qualitative and quantita-
information (experts, databases, modelling programs, tive information. Even with stochastic output, one
literature) can be used critically. In order not to get should never solely rely on the models used. They
overwhelmed with detail in the first instance, one should be used to support decision making and not to
should start with a simple deterministic sensitivity escape from responsibility. Structured and transpar-
analysis. Such an analysis will give insight to the ent risk analysis is open for criticism. This criticism
important processes and phenomena and will show should not be used to condemn the analysis, but to
main-determining steps and relevant aspects. How- improve the results.
ever, using only this type of analysis, one can
overlook exceptional but very relevant cases. There-
fore, two other types of sensitivity analyses are References
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